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Introduction

The goals of this research project are the development and the evaluation of a new reinforcement
learning agent action model architecture based on sequence generation models. Recent
developments in NLP suggest, that sequence generation models based on attention mechanisms can
outperform RNN alternatives on various tasks. The text translation architecture “Transformer” and
the recently published promising results of the model GPT2 [1] are only two examples of these
kinds of models. Classically, RNN models are often used in reinforcement learning agent action
modeling. Based on these facts, the goal of this research will be the deployment of sequence
generation models initially used in NLP into a reinforcement learning setup. Furthermore, the
newly created model is hoped to have the ability to outperform RNN and other state-of-the-art
solutions in multiple environments. Especially, the recently published GPT2 model [1] suggests,
that the structure is very flexible for many different NLP tasks, which suggests that it is effective
for other sequence generation tasks as well. While the goal of this research will be novel, there is
still some basic literature that suggests, that the development proposal will be successful [2,3]. This
general goal can be split into multiple sub goals. Firstly, well performing sequence generation
models are commonly used in NLP. There is a need to transform them slightly for them to work in
a different environment. Especially, the size of these models might need to be changed. Since GPT2
has approximately 1.5Billion weights, a smaller model, that includes the basic structure of GPT2
is worth looking into. Secondly, a finished model must be evaluated on its performance and whether
it can outperform state-of-the art models. Finally, the results should be formulated in the form of a
scientific paper.

Content of the research

The transformer architecture which was released in 2017 [4] brought new SOTA results to
NLP in multiple domains. Based on this initial success, multiple variations of the transformer were
developed which work for even more domains in NLP. Currently, transformer-based models such
as GPT2[1], BERT [5], TransformerXL[9] and also the classic transformer hold almost all SOTA
results in NLP. Transformer architectures have multiple advantages over the previously used RNN
alternatives. Firstly, their use of the attention mechanism allows them to understand long term
dependencies better than classical RNN alternatives. Additionally, since they feature no recurrent
units, they can skip classical RNN problems like vanishing gradient etc. Another important fact
about transformer-based models is, that they generate tokens one after another and refeed the
generated sentence as the new input for the next generation which seems a very flexible approach.
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In the context of deep reinforcement learning, more specifically deep reinforcement learning, the
currently used SOTA architectures almost always use RNNs in order to process problems that have
a time or sequence dimension. While this usage is intuitive, it is estimated that replacing the
RNN component with a transformer-based architecture can lead to significant performance
improvements of reinforcement learning agents. During this research, this thesis will be
evaluated.

Since the requirements for the architecture are only that they attend to the past and generate a new
action for an agent, multiple transformer-based architectures can be treated as candidates, excluding
only encoder-based architectures like BERT [5]. The evaluation of the potential of different
transformer-based models will therefore be a core feature of this research.

While the research is only at the beginning, certain starting steps were conducted to prepare further
development. Firstly, research on the relevant topics that are connected to the aim of the project
was conducted. These included the transformer architecture [4]. GPT2[1] and multiple
developments in the field of state-of-the-art general-purpose text generation models [1,5,6,7] as
well as reinforcement learning basics [8] and state-of-the-art model architectures [10]. Secondly,
the most popular transformer-based models (Transformer, GPT2) were implemented and
experimented with, using multiple libraries. Due to the complexity of the transformer models, there
are various possibilities for bugs. Additionally, the training of these models is non-trivial. It
requires specific learning rate schedules and Hyperparameter settings in order to achieve good
results. This is one of the reasons why transformers are currently not popular for reinforcement
learning. Experience on training the models were collected, which will prove essential for further
steps.

Based on this, the next step will be to deploy the transformer-based models to a reinforcement
learning setup to test their abilities as agent action generators. These steps are currently conducted.

Conclusions

While the project is still going on, the preparations for the creation and testing of a new model
were successfully finished. With this baseline in place, future goals were set for the ongoing
project, including the creation and the testing of multiple transformer-based models in different
environments. Concerning the completed project, it is anticipated to achieve relevant findings
in the field of reinforcement learning and specifically in the field of deep reinforcement
learning agent action generation. This area is a popular field of research currently, which has
a lot to discover. A contribution to this venture in a relevant manner will be achieved. All these
findings will be summed up in a paper that will be the final product of this research.



TRANSLATION (Needs further improvement)

Beryniienue

LlenssMu TAaHHOTO HCCIIEAOBATENILCKOTO MPOEKTa SBISIETCS pa3paboTKa M OIEHKAa HOBOU
MOJIEJIN - MOJENU AEHCTBUM 00y4arolero areHTa MmoJKperyieHusl, OCHOBAaHHON Ha MOJENSIX
reHepaIuu rnocienoBarensuocreid. HenaBuue paspadorku B NLP npeamnomnaraior, 4To Moaenu
reHepaluy M0CJIe0BATEIbHOCTEN, OCHOBAHHBIE HA MEXaHM3MaX BHUMAaHUs, MOTYT IIPEB30MTH
anprepHaTiBbl RNN B pa3nnuHbIX 3a1a4ax. ApXuTekTypa nepeBoja tekcra « Tpanchopmep»
M HEJaBHO OIMyOJIMKOBaHHBIE MHOTooOOemaroIue pe3yiabraTel Moaenu GPT2 [1] sBustorces
JUIIb ABYMs NpuMepaMu Takux mozenei. Knaccuuecku, moaenu RNN dacto ucnosnb3yrorcs
B MOJIEJIMPOBAHUU JEeWCTBUI oOywaroliero areHra nojkpersieHus. OCHOBBIBasCh Ha 3TUX
¢dakTax, IeIpl0 JAHHOTO MCCIENOBaHUs OyJeT pa3BepThIBAHWE MOJIENICH TeHepaluu
1ocJe10BaTeNbHOCTEHN, epBOHavaibHO Hcnoiib3oBaHHbIX B HJIII, B oOyuatomeil yctaHoBKe
noakperieHus. Kpome toro, HajgeeTcsi, YTO BHOBb CO3/aHHAs MOJEIb CMOXET MPEB30OUTH
RNN ©n gpyrue coBpeMeHHBIE pELICHMsS B pa3jM4YHBIX cpegax. B dyacTHOCcTH, HEnaBHO
omyonukoBanHas moaens GPT2 [1] npeamonaraer, 4To CTPyKTypa O4€Hb THOKast ISt MHOTHX
pasnuunbix 3agad HJIII, uro roBoput o ee 3pPeKTUBHOCTH U JUIs APYTUX 3a7ay reHepaluu
MIOCJIEZI0BATEIBHOCTU. XOTs 1I€JIb 3TOr0 MCClIeAOBaHUsA OyleT HOBOM, BCE €lle HUMeeTCs
HeKoTopasi 6a3oBas JMTEpaTypa, KOTOpas IMpeanojaraet, 4ro MpeajiokeHue o pa3pabdoTke
Oynet ycnemHsM [2,3]. DTa o0mas 1esib MOKeT ObITh pa3jielicHa Ha HECKOJIBKO MOAIICIICH.
Bo-nepBbix, B HJIII 00bIYHO HCHONB3YIOTCA XOpOLIO pPabOTarOIIMe MOJEIN TIeHepaluuu
nociuenoBarenbHocTeld. Heo0X01mmMo HEMHOTO HX TpaHC(POPMHPOBATH, YTOOBI OHU padoTaIH
B jpyroil cpene. OcoOeHHO pa3Mep 3TUX MoJeleil BO3MOXXHO HOTpeOyeTcsi W3MEHHUTb.
[Tockonbky Bec GPT2 cocraBisier nmpumepHo 1,5 mMuinmapnaa, CTOUT pacCMOTPETh MOJEIb
MEHBILIEr0 pa3Mepa, BKIItoyarolyto 6a3oByto cTpykTypy GPT2. Bo-BTopbIX, roTOBast Moienb
JIOJKHA OLICHUBATBCSI C TOUKH 3PEHUS €€ XapaKTEPUCTUK U TOT0, MOXKET JIM OHa MPEB30HTH
coBpeMeHHble Mozienu. [1o uTory, 3Tu pe3ysIbTaTel HAXOAATCS B IIPOLIECCE.

Conep:xanue ucciae10BaHUS

Apxutektypa TpaHchopmaropa, BeinyiieHHas B 2017 rony [4], npuHecna HOBbIE Pe3yIbTaThl
SOTA st NLP B Heckonbkux obnacTsix. OCHOBBIBasICh HAa 3TOM TEPBOHAYAIBLHOM YCIEeXe,
ObUTIO pa3pabOTaHO HECKOJIBKO BapUaHTOB TpaHChopMaropa, KOTOpble padoTaroT Ui elle
oonpiero konuvectBa nomeHoB B HIIIL. B mnHactosimiee Bpemss Mojaend Ha OCHOBE
tpancopmatopoB, Takue kak GPT2 [1], BERT [5], TransformerXL [9], a Takxe
KJIaccuueckuii Tpancopmarop, coaepxkar moutd Bce pesyiabTatel SOTA B HIIIL
ApPXUTEKTYpbI TpaHC(HOPMATOPOB UMEIOT MHOXKECTBO NMPEUMYILECTB 110 CPABHEHUIO C paHee
ucnosib30BaHHbIMU anbTepHaTuBaMu RNN. Bo-mepBbIX, MCHONB30BaHHE MMH MEXaHHM3Ma
BHHUMaHUs MO3BOJISET UM JIy4dIlle IOHUMAaTh JOJITOCPOYHBIE 3aBUCUMOCTH, YEM KIIACCUYECKHE
anbTepHatuBel RNN. Kpome TOro, nockonbKky OHM HE COAEPKAT MOBTOPSAIOLIMXCS €AVMHUL,
OHHU MOTYT MIPOMYCTUTH Kilaccuyeckue npodieMbl RNN, Takue Kak nCUe3HOBEHHE IpaHeHTa
u 1. JI. Ente ouH BaykHBIN (hakT 0 MOJIENISIX HAa OCHOBE TPaHC(OPMATOPOB 3aKITIOYAETCS B TOM,
YTO OHM T€HEPUPYIOT TOKEHBl OJMH 3a JPYTMM M CCBUIAIOTCSI HAa CrE€HEPUPOBAHHOE
MpeIIoKEHNEe KaK HOBBIM BXOJ JIs CJIEAYIOUIEr0 MOKOJEHHS. KOTOPBIM Ka)KeTCsl O4YeHb
TMOKHUM TOIXOJIOM.

ITockonbky TpeOOBaHMS K apXUTEKType 3aKI0YalOTCsA TOJIBKO B TOM, YTO OHU OOpaIlaroT
BHUMAaHHE Ha NPOLUIOE M TE€HEPUPYIOT HOBOE JAEWCTBHUE Ul areHTa, MHOXXECTBEHHBIE
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apXUTEKTypbl Ha OCHOBE IIpeoOpa3oBaTeieidl MOIYT paccCMaTpHUBAThCS KaK KaHIUAATHI,
UCKJIIOYasi TOJBbKO apXUTEKTypbl Ha OCHOBE Kojauposiiuka, Takue kak BERT [5]. I[Toatomy
OLIEHKAa IOTEHIMaja Pa3IUYHbIX MoJeJIel Ha OCHOBE TpaHC(OpMaTopoB OyneT OCHOBHOM
XapaKTEPUCTUKOMN ITOrO UCCIIEIOBaHUS.

[Toka uccnenoBaHue TOJIBKO B HadYalle, ObLIN MPEAIPUHSATHI ONPEICICHHBIC HAYAbHBIC MIATH
JUISL TIOATOTOBKU JlallbHEHIEro pa3Butus. Bo-mepBrix, ObLIM MPOBEACHBI HCCIEAOBAHUS 10
aKTyaJIbHBIM TE€MaM, CBSI3aHHBIM C IeJIbI0 mpoekTa. K HUM oTHOcHTCs TpaHchopmaropHas
apxutektypa [4]. GPT2 [1] m MHOrouuciaeHHbIE pa3pabOTKH B 00JIACTHU COBPEMEHHBIX
YHUBEpPCAIbHBIX MojeNed TeHepauuu Tekcra [1,5,6,7], a Takke OCHOB OOy4YEHHS C
MOJKpeIuieHuEM [8] U COBPEMEHHOTO YPOBHSI TEXHUKH MOJENIbHbIE apXxuTeKTyphl [10]. Bo-
BTOPBIX, HanOOJIee MOMYJISPHBIE MOJIETTH Ha ocHOBe TpaHchopmaropoB (Transformer, GPT2)
ObUTH peain30BaHbl U HKCIIEPUMEHTHPOBAHBI C MCIOJIb30BAHNEM HECKOJIBKUX OuOmmoTek. 13-
3a CJOXHOCTH MOJIENeH TpaHCPOPMATOPOB CYIIECTBYIOT DPA3IMYHBICE BO3MOXKHOCTH JIJIS
omun6ok. Kpome Toro, o0yueHne 3TUM MOJAENSAM HETPUBUAIBHO. J{JIs1 TOCTHIKEHUS XOPOIIUX
pe3yapTaToB TpeOyIOTCS CHeNHalbHble TpapUKH CKOPOCTH OOYy4YeHHS] W HACTPOUKH
rumneprnapamMerpa. JTo oJHA U3 MPUYUH, TOUYEeMy TpaHC(HOPMATOpPHI B HACTOSIIEE BpeMsl HE
MOMYJISIPHBI JJII O0YUYESHUS C MOJKPEIICHHEeM. BbI1 HAaKOTUICH OMBIT OOYYCHHS MOJIEISIM, 9TO
OKa)KeTCsl HEOOXOJUMBIM ISl JAIbHEUIIUX [IaroB.

Hcxons w3 93TOro, ciueayrolmuMm maroM OyAeT pa3BepThiBaHHE MOJeNeld Ha OCHOBE
TpaHcGOpPMATOPOB B HACTPOHKE OOYUCHHSI TIOJKPETUICHUS ISl IPOBEPKU UX CIIOCOOHOCTEH B
KauyeCcTBE I'eHepaTOpOB ACHCTBUN areHTOB. JTHU LIaru B HACTOSLIEE BPEMs IPOBOJASTCS.

BoiBOABI

[Toka mpoekT mpooiKaeTcs, MOAr0TOBKA K CO3JaHUI0 M TECTUPOBAHUIO HOBOM MOJienu Oblia
ycrentHo 3aBepieHa. C 3TUM 0a30BBIM ypOBHEM OBLIM OMpEACNICHbl Oyayliue Lenu s
TEKYyILero MpOeKTa, BKIOYas CO3/laHHEe M TECTHPOBAHUE HECKOJIBKMX MOJEJed Ha OCHOBE
TpaHc(hOPMATOPOB B PA3IUYHBIX cpenax. UTo KacaeTcst 3aBEpIICHHOTO MPOEKTa, 0KUIAETCs,
YTO OH JIOCTUTHET COOTBETCTBYIOLIMX PE3yJIbTATOB B 00JIACTH 00yUEHUs ¢ MOJKPEITICHUEM H,
B YAacCTHOCTH, B o00JacTH TeHEpUpOBaHMs JEUCTBUN areHra OOy4eHHs] C TIIyOOKHM
MOJIKperyieHueM. JTa o00JacTh B HACTOALIEe BpeMs SBISETCS MOMYJIApHOH 007acTbio
WCCIIC/IOBAaHM, KOTOpas MOXKET MHOTO€ OTKpBITh. Bximag B 3T0  mpeanpusTue
COOTBETCTBYIOIIUM 00pazoM OyIeT AOCTUTHYT. Bce 3Tu BBIBOABI OyayT 0OOOIIEHBI B
JTOKYMEHTE, KOTOPBIA CTaHET KOHEYHBIM MPOAYKTOM ITOTO HCCIIECIOBAHNS.



List of abbreviations and conventions

ML - Machine Learning

NLP — Natural Language Processing

GPT2 - General Purpose Transformer 2

BERT- Bidirectional Encoder Representations from Transformers
ITMO - Information Technologies, Mechanics and Optics
RNN — Recurrent Neural Networks
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