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Introduction. This paper describes specific challenges associated with NLP text analysis in Mandarin 
Chinese and Lao, on an example of analysis of two media articles, one in Mandarin Chinese and one 
in Lao. The analysis is conducted using Python. The goal of the analysis is to extract the words 
repeated most frequently in both texts. In this paper, we present a short description of challenges we 
encountered while conducting analysis of the media articles, and the possible solutions we came up 
with to overcome the difficulties existing in NLP for Chinese and Lao. 

Main part. There are certain challenges related to the processing of texts in Mandarin Chinese and 
Lao languages. During preprocessing, a major difficulty for tokenization is that both Chinese and Lao 
do not have spaces between words, as well as capital letters. Moreover, differentiating specific parts of 
speech,  function  words  in  particular,  is  quite  complicated  because  of  grammatical  flexibility 
performed by many Chinese words, where context and sentence structure plays a crucial role in 
defining the function of a word. Similarly, due to limited number of Lao letters some words may be 
written similarly but their meaning is different. Thus, extracting of some words rely only on context. 
At the same time, Lao and Chinese lexicology has their own peculiarities that require adjusting of the 
lemmatization algorithms. In Chinese, words can be monosyllabic or polysyllabic; in polysyllabic 
words, there usually are more than one root, and the meaning of the word often depends on the type of 
relation between the roots forming the word. In Lao, many words are borrowed from other language 
such as Pali, Sanskrit, Khmer, English etc, and such words consist fully of one root, which makes 
lemmatization useless in many cases. Here we present possible practical solutions for these and other 
challenges encountered during text preprocessing conducted on the two media articles using Python.

Conclusion.  In  this  paper,  we present  a  short  description  of  challenges  we encountered  while 
conducting analysis, and the possible solutions we came up with to overcome the difficulties existing 
in NLP for Chinese and Lao.
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