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Introduction. Generative neural networks are currently widely used and are being actively 

researched. It is interesting to use generative neural systems in the task of automatically answering 
questions. Our task is to study the application of generative neural networks for automatic generation 
of Stack Overflow answers. The complexity of this task lies in the fact that in both answers and 
questions there are several domains at once: code, natural language, and images.  
 
Currently, generative neural networks, such as GPT-3 (Generative Pre-Trained Transformer), are 
good at general questions, including some factual ones. T5 (Text-to-Text Transfer Transformer) 
achieved state-of-the-art result in several natural language processing tasks, including text generation. 
This is sequence-to-sequence transformer pre-trained on a large text corpus. Finally, nowadays we 
have ChatGPT (Chat Generative Pre-Trained Transformer) which handles multidomain responses to 
questions by being able to generate code along with natural language. Also, this solution has the 
ability to remember the context and correct errors. At the moment there is no article explaining how 
the solution works and there is no open source code. Unfortunately, we cannot be sure of the accuracy 
of the answers of ChatGPT.  
 
We need to have some solution for automatically question answering in information technology, that 
can deal with several domains. The first step of our research – to determine how well classical text 
generation methods work on various topics in the natural language domain.  
 

Main part. We used open sourced Stack Overflow dataset dumps. Our data has been filtered 
from inappropriate domains for this experiment, leaving only natural language. In experiments only 
newest questions over the past six months and approved or top-rated answers for them were used. For 
our experiments we conducted thematic modeling of questions. There are two types of thematic 
modeling: Latent Dirichlet Allocation and Correlated topic models. Also we used two types of texts 
for modeling: question titles and questions tags. Thematic modeling for the number of topics from 1 
to 15 in order to find the optimal number of topics for coherence score was calculated. To decrease 
number of words in vocabulary lemmatized words were lemmatized. We used TF-IDF (term 
frequency-inverse document frequency) to remove stop-words. For topic modeling optimal number 
of topics — 8 for both of methods.  
 
GPT-Neo (Chat Generative Pre-Trained Neo) was used for text generation. It is GPT-2 like model 
trained on the Pile dataset. It is transformer-based neural network trained on task of predicting next 
word in the sequence. GPT Neo uses local attention for every layer with window size of 256 tokens. 
We used 1.3 B configuration with 1.3 billion weights. In our experiments we used few-shot learning 
for inference. The perplexity fluctuations are higher than for topic modeling by question headings.  
 
Despite the lower scores, topic modeling for question titles revealed clearer topics than modeling for 
tags. At the same time, differences in metrics are more significant for modeling by tags, although 
they are minor. The most visible are the differences in perplexity, for less specific topics the perplexity 
is lower, for more specialized topics it is higher.  
 



Conclusion. GPT-Neo performs well even out of the box, showing good results in semantic 
similarity. However, for highly specialized topics, perplexity suffers. Perplexity also handles 
questions about software better than questions than questions about programming languages. In 
connection with these differences, it makes sense to retrain the model for each topic separately. It 
makes sense to continue experimenting with topic modeling, since tags are set by users and may not 
reflect the essence of the issue, just as headings may be worded incorrectly. This solution may be 
used for automatically question-answering related to programming. 
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