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Введение. Cross-modality information retrieval has gained much attention in recent years. 

Novel approaches have benefited from advancements in deep learning methods, especially 

Transformer models trained with self-supervised objectives. These objectives are designed 

separately for each modality, and these pretrained models can then be fine-tuned on cross-modality 

objectives. While Masked Language Modeling (MLM) [1] is accepted as the mainstream objective 

for the textual modality, the visual modality lacks effective self-supervised objectives. Current 

approaches focus on additional offline processing using pretrained networks for region-tag 

identification and other semantic relationships [2], or use densely annotated datasets to learn 

connections between the visual and textual modalities [3]. Moreover, the datasets often used in the 

literature lack any contextual aspects for captions, which consist of a short description of the objects 

appearing in the image. This deprives the model of important semantic relationships between the 

different modalities. These approaches are not scalable, as they require expensive computational 

costs or expensive data annotation.  

 

Основная часть. In our work, we present a new approach for Transformer's training using 

self-supervised objectives for both modalities. We follow the literature in using MLM as the main 

objective for the textual modality [4]. We add input masking and a reconstruction objective for the 

visual modality inspired by its success in pretraining vision Transformers [5]. As a result, the model 

accepts tokens from both modalities as input and is required to reproduce the input using the learned 

embeddings. To bridge the gap between the two modalities during training, we propose the usage of 

alternate modality masking, where each modality is fully masked randomly during training to 

incentivize cross-modality information transfer. We also present a scalable approach for collecting 

contextual and weakly annotated image/text pairs from video sources without the need for human 

annotation. In this dataset, captions are received using an off-the-shelf speech-to-text Whisper 

model [6], and key frames in the videos are used as images. We pretrain our architecture using our 

custom objectives on a sample dataset extracted using our approach and validate the results on 

different downstream tasks. 

 

Выводы. Our approach has the potential to significantly improve pre-training results for 

cross-modality information retrieval, as it can be leveraged for large-scale pre-training on any 

dataset and has objectives for high and low-level understanding of both textual and visual 

modalities. We also proposed the use of alternate modality masking during training to encourage 

cross-modality information transfer. In addition, our data collection method has the potential to 

produce large datasets for joint textual and visual tasks, and can also be used in cross-modality 

generative models. Furthermore, our method can be tuned to produce data for a specific visual or 

textual style by simply choosing the appropriate videos. We believe that our approach can be 

extended to other applications as well, and has the potential to significantly advance research in 

cross-modality information retrieval and related areas. 
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