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 The paper discusses issues related to the use of hierarchical thematic modeling of texts to 

assess the competencies of their author during his recruitment. 

 

The purpose of the work is to identify ways to improve the objectivity of assessing the qualifications 

of personnel of innovative companies by creating methods for assessing their competencies based on 

the collections of texts generated by them. 

 Innovative enterprises usually spend many resources on recruiting highly qualified 

personnel due to the high degree of dynamism of their business in the rapidly developing fields of 

science and technology [1]. Since innovative research of such companies, as a rule, is 

multidisciplinary in nature and is conducted in areas with a yet unstated system of concepts [2], most 

of the competence requirements for job seekers are unique and cannot be provided only by the 

educational competencies of the specialist being hired. In this connection, the main attention when 

choosing the necessary candidate is paid to the competencies acquired during the periods of previous 

work [3].  

 Considering the fact of verbality of knowledge and competencies of a specialist, it is 

proposed to evaluate his competencies acquired during the period of previous production activity 

using semantic analysis of a collection of texts describing his previous innovative activity using 

Natural Language Processing, NLP methods, which provide users with a fairly wide set of text 

filtering methods based, among other things, on machine learning methods. The methodological basis 

underlying NLP methods is the understanding that texts created in natural language assume a certain 

occurrence of words in the text.  

 At the same time, the task of comparing the innovative competencies of a researcher hired 

in an innovative company with the requirements of the employer can be successfully solved based on 

the analysis of the correspondence between the collection of texts generated by him and the collection 

of documents describing his future work [4]. 

 In several cases (for recruiting specialists of mass specialties, for the most part falling 

under the "young/novice researcher" characteristic), it will be sufficient to determine the degree of 

compliance with the semantic proximity of texts based on a comparison of vector representations of 

texts generated by a neural network model trained on a collection of scientific publications of a 

candidate applying for a vacancy and a collection of texts describing job requirements [5]. At the 

same time, the proximity of the cosine measure of semantic proximity to the unit will indicate that 

the candidate's knowledge meets the requirements of the vacancy. 

At the same time, it should be borne in mind that the use of such a procedure for comparing the 

semantic content of collections of texts has a significantly limited application since the user still 

understands the reasons for highlighting certain topics, as well as their internal structure [6]. 

The methods of thematic modeling of texts are devoid of such a disadvantage, which makes it possible 

to ensure the interpretability of the result acceptable for managerial decision-making [7], based on 

the assumption that each occurrence of a specific term in scientific work is associated with a certain 

topic, and the appearance of a specific term in a specific document belonging to a specific topic 

depends only on the topic to which the document relates (and does not depend on the document), 

which can be described by a single probability distribution [8]. At the same time, the developed 

hierarchical thematic models allow us to present the structure of the author's collection under study 

in the form of a topic tree, at the upper levels of which larger topics are located, and more specialized 

topics are in the leaves [9]. 



The use of such an approach makes it possible to ensure the interpretability of the result obtained at 

a sufficiently prominent level in the form of a multidisciplinary tree of employee competencies, which 

can be used in intelligent decision support systems for recruiting employees. 
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